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Annexes Diagrammes
Snapshot
[image: image2.png]Virtual Machine Snapshots
‘Snapshots are read-only, “point-in-time” images of a virtual machine. You can capture the configuration and state of a virtual macl

to that state with minimal interruption. Multipl

Take Snapshot: Example A
Install security updates

4

+Points back to parent
£ VHD for unchanged data

a
A& Al updates to VHD
:_ now made to AVHD

A Links back to parent AVHD for

When a snapshot is taken, a new AVHD is created, and the
virtual machine points to this disk.

Itis important to note that the AVHD created from a snapshot
contains ONLY the data since the snapshot was taken.

at any point in time, and retum the
can be created, deleted, and applied to virtual machines. Snapshots form parent.child

Take Snapshot: Example B ‘Take Snapshot: Example C
Install application | 1o vhel s irtial machine Install service pack

configuration settings.

//\\

‘Snapshots can be taken | | | Snapshots do not
HE iz affect the running
if virtual machine is n
offiine or online. Sl i
machine.

All updates to parent AVHD
now made to new AVHD B

A\ Links back to parent AVHD for unchanged data
Taking consecutive snapshots (assuming no previous snapshots.
are applied) creates a snapshot hierarchy with a single branch.

Virtual machine snapshots are recommended for test and
development scenarios.
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In HyperV Manager, when you create a snapshot the following occurs:

Create
snapshot

1 The virtual machine pauses.
2 AnAVHD is created for the snapshot.

3 The virtual machine is configured.

(4 The virtual machine is pointed to the
newly created AVHD.

5 The virtual machine resumes (the
time lapsed is not perceivable by
end user).

6 While virtual machine is running,
the contents of the virtual machine's
‘memory are saved to disk.

If a guest operating system
attempts to modify memory that

has not yet been copied, the write
attempt is intercepted and copied to
the original memory contents.

When the snapshot is completed, the
virtual machine configuration file, the
virtual machine saved state files, and
the snapshot (AVHD) are stored in a
folder under the virtual machine's.
snapshot directory.

Create B
snapshot
-
§ Process repeated
per snapshot

For a virtual machine
/without snapshots, all
changes made to the
‘guest operating system
files, application files,
‘and data are applied to
the VHDs associated
‘with the virtual
machine.

Snapshot Deletion

Deleting a snapshot deletes all the saved state files (.bin and
vsv files). HyperV takes different actions on AVHDs, depending
on the location of deleted snapshots relative to the running
state of the virtual machine.

When you delete a snapshot, the following occurs:
“The copy of the virtual machine configuration (%
2 taken during the snapshot process is removed. |
The copy of virtual machine memory taken
@ during the snapshot process is removed.
When the virtual machine is powered down,
@u: contents of any “deleted” AVHDs are
" merged with its parent.
Deleting a snapshot subtree deletes the selected snapshot and
any snapshots listed hierarchically undemeath it

6T sT (4

AR 7 3
NSt

Deleting a snapshot between the first snapshot and the
running State of the virtual machine preserves AVHDS. When
the virtual machine is shut down, the data in the AVHDs is
‘merged with the parent.

If the deleted snapshot exists on a different branch o the.
‘same branch but at a point in time after the running state of
the virtual machine, then the AVHD is deleted immediately.
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In Hyper-V Manager, when you create a snapshot the following occurs:
Create Create

1 The virtual machine pauses. § Process repeated
per snapshot

2 AnAVHD is created for the snapshot.

(3 The virtual machine is configured.

(4 The virtual machine is pointed to the
newly created AVHD.

5 The virtual machine resumes (the
time lapsed is not perceivable by
end user).

6 While virtual machine is running,
the contents of the virtual machine's.
memory are saved to disk.

:l:an to oﬁny‘menmryﬂm

m
sy b e e
attempt is intercepted and copied to
the original memory contents.
‘When the snapshot is completed, the
Vitual machine configuration il the
virtual machine saved state files, and
the snapshot (AVHD) are stored in a
folder under the virtual machine's
‘snapshot directory.
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Deleting a snapshot deletes all the saved state files (.bin and
vsv files). Hyper takes different actions on AVHDs, depending
‘on the location of deleted snapshots relative to the running

Snapshot B

Snapshot
When you delete a snapshot, the following occurs: K
“The copy of the virtual machine configuration
7 taken during the snapshot process is removed. |
< Ihecoy of vitual machine memory taken
P during the snapshot process is removed.

pimne e
co a are
“* merged with its p';ylem_ q:f
Deleting a snapshot subtree deletes the selected snapshot and
any snapshots listed hierarchically undemeath it.

Deleting a snapshot between the first snapshot and the

running state of the virtual machine preserves AVHDs. When
B the virtual machine is shut down, the data in the AVHDs is

‘merged with the parent.

If the deleted snapshot exists on a different branch or the.

same branch but at a point in time after the running state of
E " the virtual machine, then the AVHD is deleted immediately.





[image: image6.png]‘When you apply a snapshot of a running

virtual machine, the following occurs:

"1 The virtual machine saved state
files (.bin, .vsv) are copied.

2 Anew AVHD is created, and then
linked to the parent AVHD.

“mamm'smmm

‘snapshot remains and is not modified

'+ when applied.
‘Snapshots should NOT be used as a
‘substitute for backups because virtual

" machine snapshots are not the same as
backups created by a Volume Shadow Copy
‘Service (VSS) writer. We do not recommend
using virtual machine snapshots as a

permanent data or system recovery solution.

"Applying a snapshot to a virtual machine basically means copying the complete virtual machine state from the selected snapshot to the active virtual machine. This.
effectively returns your current working state to the previous snapshot state. Any unsaved data in the currently active virtual machine will be lost if you do not take a
new snapshot of the current virtual machine state before you apply the selected snapshot.

ual Machine Snapshots

‘Take Snapshot:

| Note: “Revert" s different from applying any.
snapshot. It means “apply last snapshot"

| New snapshots can be taken and previous
‘snapshot branches remain unaffected.

Applying a snapshot
‘causes the virtual
machine’s current state to
be lost, so use the option to
take a current snapshot.
before you apply the-
desired snapshot.





Disques 
[image: image7.png]Exposing Storage to Virtual Machines

Virtual machine settings determine how virtual storage
virtual ATA disk on a virtual IDE controller, or a virtual S

appears to the virtual machine. The virtual machine can have a
CS| disk on a virtual SCSI controller.

Virtual IDE Controllers
HyperV provides two IDE
controllers with two disks on each
controller. The startup disk (or
boot disk) must be attached to
one of the IDE devices. The
startup disk can be either a virtual
hard disk (VHD) or a physical disk.

Virtual SCSI Controllers.
Each virtual machine supports up to 256
Sl disks (four SCS! controllers with each (L. |
controller supporting up to 64 disks). If you
use virtual SCSI devices, then integration
senvices must be installed in the virtual
machine operating system.
'VHDs attached to SCSI controllers cannot

be used as startup disks.

Hot-Adding/Removing of Virtual Storage

Hyper enables you to hotadd/remove VHDs and direct-attached physical disks (-pass-through” disks) to a virtual machine
—that is, you can add or remove these storage disks while a virtual machine is running. This makes it easy to reconfigure a
virtual machine to meet changing requirements.

Virtual IDE Controller Virtual SCSI Controller guinuEAkInE TR STuia gE TequREsiatl VicoY

The primary bootable  Hot-adding/removingof | (1) integration services—included with Windows Server 2008
drive must be IDE for  disks only applies to VHDs| R2is installed in the guest operating system.

all virtual machines.  and physical storage

|_(]) Hot-add/remove of storage controllrs s not supported.
i i i o

disks attached to the
SCS! controller.

/0 perform phy
forthe virtualzed SCSI and IDE devices n Hyper™Y in Windows Server 2008 R2, IDE and
SCS! devices both offer caually fat /0 performance when integration services
installed in the guest operating system

Running
HyperV
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For data storage, virtual machines use either a virtual hard disk (VHD) or a physi
disk). You can easily configure virtual machines to use either a fixed-sized VHD or a dynamically expanding VHD, or to directly access a physi
machines access virtual storage using virtual storage controllers, specifically a virtual IDE o SCS! controller.

disk that is directly attached to a vi

ial machine (also known as a “pass-through”
disk. All virtual

[ Virtual Hard Disk Architecture )

A vhd file is created on a host volume and exposed as a
virtual hard disk to the virtual machines. The .vh file
functions as a set of disk blocks and is stored as a regular
file using the NTFS file system. There are three types of
VHDs: fixed-size, dynamically expanding, and differencing.

( Storage Type: Fixed-size VHD )

Afixed-size VHD is a file stored in an
NTFS partition that uses the full
amount of space specified when the
VHD was created. e
Afixed-sized VHD performs slightly | w
better than a dynamically ( (]
expanding VHD because the VHD

file is initialized at its maximum
size when itis created on a
physical hard drive.

You can always increase the size of a fixed-size VHD using
HyperV Manager or by running a Windows PowerShell script

« Storage Type: Dynamically Expanding VHD )
D
= |

Maximum size of a fixed-size.
VHD = 2040 GB

A dynamically expanding VHD is a file
stored on an NTFS partition that grows!
in size each time data is added. It
provides an efficient use of available
storage.

You can compact a dynamically |
expanding VHD, which reduces the
size of the .vhd file by removing )
unused space left behind when data
is deleted from the VHD. Maximum size of a
dynamically expanding
VHD = 2040 GB

Virtual IDE
Controller

Virtual SCSI

Virtusl Storage on
Physical Hard Drive:

( Storage Type: Differencing VHD )|

A differencing VHD is a special type of VHD that
stores changes to an associated parent VHD for the
purpose of keeping the parent VHD intact. Changes
continue to accumulate in the differencing VHD until
itis merged to the parent disk.

The parent VHD of a
differencing VHD can either
be a fixed-size VHD, a
dynamically expanding
VHD, or a differencing VHD
(differencing chain).

( Storage Type: Physical Disk )|
Disk storage can be configured as a physical disk
directly attached to a virtual machine. In addition,
disk storage can be configured as a storage area
network (SAN) LUN attached to a virtual machine.
These disks are also known as “passthrough® disks.

From the management operating system perspective,
the disk is in an offline state, which means direct read]
and write access to the disk is N0t available.  yygye
These disks do not support Machine
dynamically expanding VHD,

differencing VHD, or virtual
machine snapshots.

These disks are not limited
02040 GB in size.





[image: image9.png]Fiyper storage can be intemal storage, Known as directattached storage, o external storage i Virtual machines access storage using distinct storage 1/0 paths.
a storage area network (SAN). S T I These paths are dependent on the disk type (VHD or physical disk).

- VHD 1/0 Path
Direct-Attached Management Operating System Virtual Machine
Storage Management Operating System

Virtual Machine
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|VHDS on direct-attached

|storage or map directly tc
|a physical disk Virtual Network

P ‘Switch
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Y et | || Frosom Netvorne
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S Drivers. Stack

Application

- Windows Server 2008 R2
“Pass through” Disk (direct 1/0)
Virtusl machine receives direct “pass through =
‘access to physical hard disk These physical disks. Hypenvisor
are set to offine in the management operating

ical Storage Disk I/0 Path

Management Operating System Virtual Machine
e il System.
VHD2 > E jication
== s moce s the Vitual Netwrk — .
VHD as mapped 10 E\ m—— Switch Pl Sytem Networking
Stack Networka
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System
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LUN 3 _emet S ScS) = neorang sandad et o storse s
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‘access to physical hard disk. These LUNS are set|
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Import Export
[image: image10.png]“The Hyper-V import/export functionality enables you to move or copy
virtual machines between servers running Hyper-V. You can copy the
entire contents of any selected virtual machine to a specified export
folder.

Exported Virtual
[

ol Machine

Export Folder
> Exporied configuration of virtual machine (exp
files)

L
» Saved state folder and files (_bin, vsv)

Virtusl Hard Disk

® Copies of virtual hard disks (vhd)
Snapshots.
' Configuration files for snapshots of virtual
machine (expfiles)
® Saved state folder and fles (bin, vsv)
® Differencing disks associated with the virtual
machine (avhd files)

XML configuration file

nﬂ’¢

‘Server Running
HyperV/
/. The configuration-only export feature has been removed from the user
%9 interface in Windows Server 2008 R2. However, you can still use this
N2 functionality using the API

‘After generating the virtual machine export files, you can import a
virtual machine into a new server running Hyper V.

Hyper-V uses a virtual machine ID to uniquely identify a virtual machine.
“This virtual machine ID changes during move operations.

Copying a Virtual Machine
When you copy an existing
virtual machine, you generate a
new virtual machine ID.

v

Moving a Virtual Machine
‘When you move a virtual
machine of restore a backup
copy of a virtual machine, the

© previous virtual machine iD is
reused.

Files generated from
export operation of a
virtual machine.

Imported_
Virtual Machine

Youcannat import  viuel 19
Tachine  h oxstng

Vetuel mochine witntne >
Some Vit machihe 1 s
g on the server
running Hyper-V.

v,

(You can also export any virtual machine snapshot to a separate and
independent virtual machine.  spapsnot A ‘Snapshot B

Before you export snapshots, (n ? ‘?

power down and turn off the
virtual machine.
LR Running Vituai wachine L1 A0S
L Merge snapshot
i data o a
Single new ViD

HyperV merges the snapshot disk data into a
single new virtual hard disk. The exported
snapshot of the virtual machine now appears

as a virtual machine with no snapshots. Server

Running

L

Hyper-V

Hyper-V enables you to specify a import folder location to import a
virtual machine. The import folder does not have to be used as the
‘source folder for the runnin virtual machine.

You can create a “master” virtual machine, export it once to a shared
folder, and then import it muitiple times from that shared folder.

& Copy
Import, import a
virtual machine
muttiple times

 from the export
 folder

G5

Export a virtual
machine toa
designated

Z

@ You can automate the import and export processes by creating a script that calls the relevant application programming interfaces (APIs).





Réseau
[image: image11.png]( Virtual Network Architecture
@ Hyper-V supports three types of virtual networks: private virtual networks, intemal virtual networks, and exteral virtual networks. The virtual network

switch forms the center of all Hyper-V virtual networks. It never appears as a physical entity—it is a software representation.
Physical computer: Windows Server 2008 R2 with the HyperV role or Microsoft Hyper-V Server 2008 R2

Management Operating System
‘Windows Server 2008 R2
Virtual network adapters communicate with the
management operating system through VMBus. The
management operating system receives those requests|
through the VSPs and directs them to the underlying
physical network devices through the networking stack
of the management operating system.

‘The virtual network adapter is created and
connected to the management operating system.

Virtual Network Configurations
Using Virtual Network Manager, you can create and manage
Virtual Network Hyper virtual networis.

Switch Private Virtual Network: Allows network communications between
virtual machines on a server running Hyper-V. Provides isolation

from management operating system and extemal network.

physical switch and routes networing

traffic through the virtual network to its

destination. It connects physical and virtual

External Virtual Netwol
between virtual machines, the management operating system, and
the external network.

Physical
Network ¥ . .. Forbetter isolation, in the Windows Server 2008 R2 user interface, you can now choose whether to
Adapter #2 i (1) allow the management operating system to share a connection to an exteral virtual network.

5~ Asingle physical network adapter can be associated with at most one external virtual network, o left
Physical % /% for use by the management operating system.
s External AL
Switch : —e mﬁ;ﬁl We recommend using at least two physical network adapters on servers running Hyper-V. You should

,fD dedicate one adapter to the physical computer and the other adapter to the virtual machines.
{




[image: image12.png]In Hyper, the virtual machine queue (VMQ) feature enables physical network adapters to use direct memory access (DMA) to place the contents of data packets
directly info virtual machine memory, which increases 1/ performance.

In standard Hyper-V environments, the virtual network switch in With Hyper-V in Windows Server 2008 R2, you can use the VMQ-enabled network adapter to copy
the management operating system filters data based upon MAC  received data directly to a virtual machine’s accessible memory. This avoids the copy of received
address and VLAN tags. It copies the data and then routes it to the  data from the management operating system to the virtual machine. The network adapter card
associated virtual machines through the virtual machine bus
(VMBuS). Non-YMQ-enabled physical network adapters use the
following device data path

Management Operating System

Routing, VLAN Filter
Management Operating System

[W Virtual Network
(_poutne v Fiterng g S St

jirtual Network
Switch

ot Il | v

Physical Network m 4. Each virtual machine is assigned a
Imzlalyu 4+ Receed $:;ﬁc::$ J"..ém I Physical Network VA1 hardware-managed receive queue.

o system’s memory address Adapter .~ Hardware performs MAC address lookup

. space to the virtual machines' § | 11IITIIIIIIIIE ¥ @@ and VLAN ID validation.

[Feceye Transmit ‘memory address space. -

DataPath | Data Path e T - Queues are mapped into virtual machine
v Data Path Data Path } (%) address space to avoid copy operations.
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Live Migration Cluster
[image: image13.png]( Live Migration Operations )|

‘Wih live migration, you can move & running vitual machine from one physical server 1o another without nferruption of service.
Live migration requires the Failover Clustering feature to be added and configured on the servers running Hyper.V.

W Lie migation s new festure i
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Windows Server 2008 R2 Cluster Shared Volumes (CSV)
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Schéma VM
[image: image15.png]Windows Server 2008 R2 with Hyper-V role or Microsoft Hyper-V Server 2008 R2
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C

Understanding VMBS

Hyper-V-specifc (‘synthetic’) virtual devices for ach virtual machine, such a5 network and storage adaptrs, communicate with

the management operating system through the virtual mechine bus (VMIBus).
~ A >

Windows Hypervisor
Manages processor scheduling arid physical memory allocation
% - -
Windows Server Certified Hardware
Requires hardware-assisted virtualization. Processor: x64 processor with Intel VT or AMD technology enabled.

S e

) 2003, Windows Server 2008) integration senices are natively installed as part of Windows 7 and Windows Server 2008 R2.
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